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Matrix: definition and properties

( )

a, 4ap a,,,

A= d, dy Ay
\ anl an2 anm )

Addition: A+ B=C & a;+b; =¢;
Multiplied by a constant: kA= B < ka; = b,
Equality: A=B&a,;=b,
Multiplication (inner product): AB=C < 2 a,b,; =c;
k
(AB)C=A(BC), A(B+C)=AB+AC

| 1 Multiplication demands that A has the same
I gencera AB # BA number of columns as B has rows.



* Diagonal matrix:

Matrix: special cases I

a; =0 for i#j

If A and B are both diagonal
matrix, they are commutative:

AB = BA

Al=]A=A

I[,=0, =

) 7)

for VA

-

1 fori=j

0 fori#j



Matrix: special cases Il

* Block diagonal matrix: A and A, are square matrix.

: . 1 3 2[0[0 0
A4, @ -ee O 70 2(0/0 0
do | & A3 o O 4|11 2]0]0 0
= : = | ~ |00 0[6[0 0
O O --- A 0 0 0[0]2 1

: : 00 0|0|3 3]

* Triangular matrix:

Upper diagonal matrix: elements ~ Lower diagonal matrix: elements

below diagonal are all zero below diagonal are all zero
( A
( a, a, .. a, ) a, 0 .. O
U = 0 Ay . 4y, L= dy Ay 0
N 0 0 .. a ) \ a, dp a,, )



Matrix V: transpose matrix

A matrix, B, 1s called the transpose matrix of a matrix
Aif
Aij =b ji
The transpose matrix is often denoted as A’ ,
: AT
1.€. A; = (A )ﬁ
A square matrix A 1s called an orthognal matrix 1f
AT — A—l
A square matrix A 1s called symmetric matrix if
AT = A and anti-symmetric if A’ =—A



Matrix: trace

* In any square matrix, the sum of the diagonal
elements 1s called the trace.

TF(A) = Zaii
* Auseful property:  7r(AB)=Tr(BA)
* In general, 7r(ABC)=Tr(BCA)#Tr(BAC)

* Trace 1s a linear operator:

Tr(A+kB)=Tr(A)+k-Tr(B)



Matrix: determinant of a matrix

* For a square matrix,

all a12 al
A= a, dy a,
a, a, a
 The determinant
a,, dap a,
D= dy Ay Aon | _ det(A)
anl an2 ann

1s called the determinant of matrix A and i1s
denoted by det(A).



Determinant I

n columns
dy 4y a,
a a e a
21 22 2 — e
D= | Lorows =) €,.0,,0, 05,
i.jk
a, a, .. d. €. 18 Levi-Civita symbol

1 if (i,j,k...) 1s even permutation of (1,2, 3...)
e, =9 —1 1f (i,j,k...) 1s odd permutation of (1, 2, 3...)

0 if any of the two indices 1s repeated

ikl



Determinant 11

A determinant of n dimension can be expanded over a column (or a row) into a sum of n determinants
of n-1 dimension:

a a; a,
n-1 columns
Ay e Gy e Gy, )
D= :ZCijaij ’ |
i an (U aln
anl anj
Mij = all al] ﬂm — n-1 rows
_ (1)1 is called the ijth cofactor of D.
Cij _( 1) M’j : a a a
nl nj nn -
a, a4, d;
_ dy Ay i g3 iy Ay
a, dy dy =4y —d,, tas,
asy, dsy dsyy, Ay dyy Ay
dy  dy  diy




Determinant 111

* Multiplied by a constant

ka,, a, a, a, d, d;
ka, a,, a, k| a,, a,, a,
ka,, ay, as d;; dzp  di

* The value of a determinant is unchanged if a multiple of one column (row) 1s
added to another column (row)

* A determinant is equal to zero if any two columns (rows) are proportional

a, dy, dj a,+ka, a, a;
dy dy dy a, +kay, a, a,
dy;  dy  di a, +kay,, ay as

a, ka, a; 0 a, a;
a,, ka, a, 0 a, ay|=0
a,, ka,, as 0 a,, as;




Linear equation system

* Existence of non-trivial solution of homogeneous equations

a;x+a,y+a;,z=0

N

Ay X+ ayYy+a,2=0

ayX+a,y+a;z=0

a, dy, dj apxta,pytasz a, dag;
x-D=x- a, a, a, |=| ayx+a,y+a,z a, ay |[=0
ds;; dzp dsg a3 X+a5;y+asz a;,  dg

Similarly, y-D=0 and z-D=0

* Thus a set of homogenous linear equations have non-trivial solutions
only if the determinant of the coefficients, D, vanishes.



Matrix: properties of the determinant of a matrix

* Some properties of the determinant of matrices

O det(A”)=det(A) Proof of
det(AB)=det(A)det(B):
O det(kA)=k"det(A) (1) Z Eip. ApgiCly Gy .
O det(AB)=det(A)det(B)
= Z €k Ap QA -+
jik..
(3) |AB‘ = i% gijk...(AB)li (AB)Zj (AB)3/< — Z 8jik...aaia[3jayk
k.. ik
N z]zka%y iAo ParbapBpithor Bri- = Z Eiik. Aoip Ay -+
ik
= a’zﬁ",yAlaAzﬁAzy“‘{i%“gzjk...BaiBﬁjByj“} (2) z,:' Eijr. Qi oy -
i,j.k..
=18 e, ALALA, ..
| |a%y K = Eupy.. Z Eij. A1 Ay A3y -
_|A|B k.
— 805/33/... A|




Matrix IV: inversion

* Inversion of a square matrix A 1s to find a
square matrix B such that
AB=BA=1

B 1s called the inverse matrix of A and
often denoted by A7, i.e.

AAT=ATA=1
* One way to find the imnverse matrix is by

C.
(A_l)“ =—7, where C, isthe ji" cofactor of A
ij



Matrix VI: similarity transformation
and diagonalization

 Two matrix, A and B, are called similar 1f there
exi1sts a invertible matrix P such that

B=P'AP,
and the transformation from A to B 1s called
similarity transformation.

* Diagnolization of a matrix, A, 1s to find a
similarity transformation matrix, P, such that

P'AP is a diagonal matrix:



P'AP =

\

o

Sy

oS O O

o O

0

o O O

o

n

\

J

or AP=P

/

\

o

o O O

1

Matrix VII: diagonalization

SO

o O

0 )
0
0

0 4,

 If we look at the j™ column of the second equation,
it follows .
Zaikpkj = Epik;l’kgkj = )Ljpij (*)
k k

Defining a nx1 matrix (i.e. a column vector) |P’)

such that ‘ P’ > =p; (note: 1s fixed)

Equation (*) becomes: A|P’)=4,|P’)



Matrix VIII: eigenvalue and eigenvector

e For a matrix A, a vector matrix X 1s called an
eigenvector of A 1f

A- X=X
where A is called the eigenvalue associated
with the eigenvector X.

* The eigenvalues are found by solving the
following polynomial equation

(A=AI)-X=0=det(A-AI)=0



Defective Matrix

* Not all square matrix can be diagonalized:

2—-1 -3
4-2

\
A:( 23 1 det(A—Al)=
3 -4

2 3 X X 3%, —3x, =0 X 1
3 -4 X, X, 3x,—3x,=0 X, 1

We end up with only one eigenvector.
* A square matrix that does not have a complete set of

eigenvectors 1s not diagonalizable and 1s called a
defective matrix.

‘:0:>(7L+1)2:O:>/l:—1

* If amatrix, A, 1s defective (and hence 1s not similar to a
diagonal matrix), then what 1s the simplest matrix that A
1s similar to?



Jordan form matrix

* Definition: a Jordan block with value A 1s a square, upper
triangular matrix whose entries are all Aon the diagonal, all 1
on the entries immediately above the diagonal, and zero
elsewhere: . . - .

A 10 007 A 10
10 A1
00 X « 0D 3D:
IN=1. . . . . . [Al] 0 0 A
. : : T 7 i 2D = =
000 -~ A1 0 A
_0 0 0 .-+ 0 /\_
* Definition: a Jordan form matrix 1s a block diagonal matrix
whose blocks are all Jordan blocks =5 416 G 6|
. 0 1|0 0 0] 0
 Theorem: Let A be a nxn matrix. Thenthere |5 03 110 [ 0
1S a Jordan form matrix that 1s similar to A. 0 0/0 3]0 0
0 0/0 0[-=1]0
0 0[0 0] 0 |1
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Symplectic Matrix

* As long as the system has a Hamiltonian, the Jacobian matrix,
X,

X, ),

M= , which describe the motion of the particles, satisfies

M"SM =S (%)

S, 0 .. 0

g 0 Slp .. 0 : SlD _ 0 1
1 0
0 0O 0 §,

* A matrix satisfying condition (**) 1s called a symplectic matrix.
— inverse: M'SM =S=SM"SM =S§*=-1=(-SM"S)M =1=M"=-SM"S
— 1f M and N are both symplectic, then their product, MN, 1s
also symplectic (MN) S(MN)=N"M"SMN=N"SN =S
— if M is symplectic, M! is also symplectic

(MTSM) =-S=>M"'S(M") =S=S=MSM" =(M") SM" =S



Symplectic Matrix 11

* If A 1s eigen value then 1/A 1s also an
eigenvalue and the multiplicity of A and 1/A 1s
the same.

— It implies that the eigenvalues are coming in pairs
{A, 1/0}.

* As a consequence of above property, the
determinant of a symplectic matrix 1s 1.



described by a Hamiltonian, H, it follows
i=1,2..n

_oH
._api

Symplectic Matrix

* If a motion of a particle in n-D space can be

pi:_

oH

X,

for

We can write above equations into a matrix form:

P,

X=Sa—H(:>
X

X

p

(X)a - Saﬁ(

oH
0X

) for a,By=1,2, .., 2n
B

oH
x,
JH
ap,

oH
ox,
oH




Symplectic Matrix

* Let M to be the Jacobian matrix of a map (for linear

motion, this 1s the transger matrix)
M ;= o ;((0 a)
where X is the coordinate vector at some final

location s and X, is the cooridnates vector at
the 1nitial location s=0
* It can be shown that diS(M 'SM)=0 , which means
MTsm does not change with s. When the particle
1s st1ll at its initial location, M 1s a unit matrix, and

hence MTSM =1"SI = M"SM =S



